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Introduction

Q: At which festival can you see a castle in the background; at Oktoberfest in Domplatz, Austria or
Tanabata festival in Hiratsuka, Japan?

J24 029 Dom, Oktoberfest Tanabata festival in Hiratsuka
01

The festival is a "Syonan
HiratsukaTanabata
Matsuri".

Large-scale Tanabata fes-
tivals are held in many
places in Japan, mainly
along shopping malls and
streets, which are deco-
rated with large, colorful
streamers. The most fa-
mous Tanabata festival is
held in Sendai from 6 to 8
August.

In the summer, the Sendai
Tanabata Festival, the
largest Tanabata festival
in Japan, is held. In
winter, the trees are
decorated with thousands
of lights for the Pageant of
Starlight, lasting through
most of December.

Fussa Tanabata Festival-
Tokyo

Masskruege Four mugs of
beer at Oktoberfest 2008.

For the Oktoberfest,
L� wenbr� u brews a
special M� rzen beer
called Oktoberfestbier or
Wiesenbier ("meadow
beer," referring to the
Bavarian name of the
festival site, the "Wiesn").

Ghost train on the Munich
Oktoberfest.

In 1938, after Hitler had
annexed Austria and won
the Sudetenland via the
Munich Agreement, Ok-
toberfest was renamed to
Gro� deutsches Volksfest
(Greater German folk
festival), and as a showing
of strength, the Nazi
regime transported people
from Sudetenland to the
Wiesn by the score.

A: You can see a castle in the background at Oktoberfest in Domplatz, Austria.

either modality, and c) generate answers in natural language. We adapt state-of-the-art multi-modal37

transformers to our dataset, whose failures indicate promising directions for future research.38

2 Related Work39

Many datasets and tasks can be broadly considered “question answering.” For example, VQA40

[3, 4, 5, 6] is one of the most widely studied tasks at the intersection of language and vision.41

Nevertheless, it is unclear how VQA models should be adapted to open-domain scenarios. This is42

largely due to VQA tasks’ simplification of answers into classification over a fixed vocabulary of43

frequent answers. Recent work on video [7, 8, 9] has also adopted a multiple-choice format. In44

contrast, OK-VQA [5] broadens the task to knowledge-seeking questions with open-ended answers.45

OK-VQA and our task differ in the role of images. Images in OK-VQA are regarded as part of the46

query rather than the knowledge source that can only be processed after retrieval.47

Within the natural language community, a similar transition has been occurring, as QA datasets48

transition from multiple-choice and span prediction to the harder free-form answer generation49

paradigm. Multi-hop question answering has recently taken the spotlight as it aligns with the multi-50

hop nature of how humans perform reasoning during knowledge acquisition leading to a proliferation51

of benchmarks including QAngaroo [10], HotpotQA [11] and ComplexWebQuestions [12].52

There have been several recent benchmarks for reasoning over input and contexts in multiple modal-53

ities. MultiModalQA [13] made the first foray into complex questions that require reasoning over54

snippets, tables and images. It stresses models that boast their cross-modal reasoning ability with55

heterogeneous knowledge extraction. However, questions in MultiModalQA are generated from56

pre-defined templates. Once the question template is detected the task reduces to filling in blanks57

with modality-specific answering mechanisms.58

ManyModal QA [14] also provides a testbed for question answering where the answers can lie in59

three distinct modalities: snippets, images and tables. The primary challenge their design addresses60

is the choice of answer modality – rather than knowledge aggregation or extraction. Our focus is61
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of lights for the Pageant of
Starlight, lasting through
most of December.

Fussa Tanabata Festival-
Tokyo

Masskruege Four mugs of
beer at Oktoberfest 2008.

For the Oktoberfest,
L� wenbr� u brews a
special M� rzen beer
called Oktoberfestbier or
Wiesenbier ("meadow
beer," referring to the
Bavarian name of the
festival site, the "Wiesn").

Ghost train on the Munich
Oktoberfest.

The Cowherd and the
Weaver Girl originated
from people’s worship
of natural celestial
phenomena, and later
developed into the Qixi
Festival since the Han
Dynasty. It has also been
celebrated as the Tanabata
festival in Japan and the
Chilseok festival in Korea.

Calella - Catalonia, Spain
- 11 Aug. 2009

Large-scale Tanabata fes-
tivals are held in many
places in Japan, mainly
along shopping malls and
streets, which are deco-
rated with large, colorful
streamers. The most fa-
mous Tanabata festival is
held in Sendai from 6 to 8
August.

A: You can see a castle in the background at Oktoberfest in Domplatz, Austria.
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Abstract

Web search is fundamentally multimodal and multihop. Often, even before asking1

a question we choose to go directly to image search to find our answers. Further,2

rarely do we find an answer from a single source but aggregate information and3

reason through implications. Despite the frequency of this everyday occurrence, at4

present, there is no unified question answering benchmark that requires a single5

model to answer long-form natural language questions from text and open-ended6

visual sources – akin to a human’s experience. We propose to bridge this gap7

between the natural language and computer vision communities with WEBQA. We8

show that A. our multihop text queries are difficult for large-scale text-only models,9

and B. neither text nor visual models perform well on open-domain visual queries.10
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Q: At which festival can you see a castle in the background; at Oktoberfest in Domplatz, Austria or
Tanabata festival in Hiratsuka, Japan?
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called Oktoberfestbier or
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festival site, the "Wiesn").

Ghost train on the Munich
Oktoberfest.

In 1938, after Hitler had
annexed Austria and won
the Sudetenland via the
Munich Agreement, Ok-
toberfest was renamed to
Gro� deutsches Volksfest
(Greater German folk
festival), and as a showing
of strength, the Nazi
regime transported people
from Sudetenland to the
Wiesn by the score.

A: You can see a castle in the background at Oktoberfest in Domplatz, Austria.

either modality, and c) generate answers in natural language. We adapt state-of-the-art multi-modal37

transformers to our dataset, whose failures indicate promising directions for future research.38

2 Related Work39

Many datasets and tasks can be broadly considered “question answering.” For example, VQA40

[3, 4, 5, 6] is one of the most widely studied tasks at the intersection of language and vision.41

Nevertheless, it is unclear how VQA models should be adapted to open-domain scenarios. This is42

largely due to VQA tasks’ simplification of answers into classification over a fixed vocabulary of43

frequent answers. Recent work on video [7, 8, 9] has also adopted a multiple-choice format. In44

contrast, OK-VQA [5] broadens the task to knowledge-seeking questions with open-ended answers.45

OK-VQA and our task differ in the role of images. Images in OK-VQA are regarded as part of the46

query rather than the knowledge source that can only be processed after retrieval.47

Within the natural language community, a similar transition has been occurring, as QA datasets48

transition from multiple-choice and span prediction to the harder free-form answer generation49

paradigm. Multi-hop question answering has recently taken the spotlight as it aligns with the multi-50

hop nature of how humans perform reasoning during knowledge acquisition leading to a proliferation51

of benchmarks including QAngaroo [10], HotpotQA [11] and ComplexWebQuestions [12].52

There have been several recent benchmarks for reasoning over input and contexts in multiple modal-53

ities. MultiModalQA [13] made the first foray into complex questions that require reasoning over54

snippets, tables and images. It stresses models that boast their cross-modal reasoning ability with55

heterogeneous knowledge extraction. However, questions in MultiModalQA are generated from56

pre-defined templates. Once the question template is detected the task reduces to filling in blanks57

with modality-specific answering mechanisms.58

ManyModal QA [14] also provides a testbed for question answering where the answers can lie in59

three distinct modalities: snippets, images and tables. The primary challenge their design addresses60

is the choice of answer modality – rather than knowledge aggregation or extraction. Our focus is61
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Q: At which festival can you see a castle in the background: Oktoberfest in 
Domplatz Austria or Tanabata festival in Hiratsuka, Japan?

A: You can see a castle in the background at Oktoberfest in Domplatz, Austria

Figure 1: Example WEBQA dataset pipeline in which the question requires finding and reasoning
about two relevant sources and discarding distractors to produce the correct natural language answer.

2 Related Work

Many datasets and tasks can be broadly considered “question answering.” For example, VQA
[6, 7, 8, 9] is one of the most widely studied tasks at the intersection of language and vision.
Nevertheless, it is unclear how VQA models should be adapted to open-domain scenarios. This is
largely due to VQA tasks’ simplification of answers into classification over a fixed vocabulary of
frequent answers. Recent work on video [10, 11, 12] has also adopted a multiple-choice format. In
contrast, OK-VQA [8] broadens the task to knowledge-seeking questions with open-ended answers.
OK-VQA and our task differ in the role of images. Images in OK-VQA are regarded as part of the
query rather than the knowledge source that can only be processed after retrieval.

Within the natural language community, a similar transition has been occurring, as QA datasets
transition from multiple-choice and span prediction to the harder free-form answer generation
paradigm. Multi-hop question answering has recently taken the spotlight as it aligns with the multi-
hop nature of how humans perform reasoning during knowledge acquisition leading to a proliferation
of benchmarks including QAngaroo [13], HotpotQA [14] and ComplexWebQuestions [15].

There have been several recent benchmarks for reasoning over input and contexts in multiple modal-
ities. MultiModalQA [3] made the first foray into complex questions that require reasoning over
snippets, tables and images. It stresses models that boast their cross-modal reasoning ability with
heterogeneous knowledge extraction. However, questions in MultiModalQA are generated from
pre-defined templates. Once the question template is detected the task reduces to filling in blanks
with modality-specific answering mechanisms.

ManyModal QA [5] also provides a testbed for question answering where the answers can lie in
three distinct modalities: snippets, images and tables. The primary challenge their design addresses
is the choice of answer modality – rather than knowledge aggregation or extraction. Our focus is
less about distinguishing the answer modality, than about representing world knowledge in a unified
space, since mastering the latter may naturally eliminate the need to classify questions into different
buckets according to their answer modality.

Finally, MIMOQA [4] introduces a new concept of “Multimodal Input Multimodal Output” which
highlights the importance of accompanying a textual answer with images for an enhanced cognitive
understanding. In MIMOQA, a system selects a text span from a given context and an image from a
set of related images as a multimodal output pair. Their approach is nicely complementary to ours.
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• Information can be scattered across multiple sources; the proposed
system should be capable of identifying and collating information
critical to answering a question

• We aim to develop a system capable of selecting ‘relevant’ multimodal
sources that can be combined to generate natural language answers to
questions

Motivation and Challenges
Motivation
• Information is rarely localized within individual sources
• Information can come from any combination of modalities
• Modality agnostic approach to generalize and scale with web data

Challenges
• Significant data imbalance between positive and negative sources
• Need for collective reasoning and ‘smart’ information aggregation

Baselines

• Lexical Overlap: A trivial baseline that outputs the top 2 sources with
the highest lexical overlap between question and caption

• VLP: A transformer-based model trained on MLM and VQA is used for
source retrieval
I Processes each source independently and hence poor in capturing

multihop aspect of selection
I Resource intensive and difficult to train

Approach A: Dense Super-Node Graph

Intuition
• Unlike VLP, graphs

can perform multihop
reasoning on multiple
sources

• It can learn meaningful
connections between
sources

Q = The sign for Johnny's Creole Kitchen

features a fish wearing what on its head?

In October 2004, he left 
Jacques-Imo's and joined 
Stan "Pampy" Barre at Pampy's 
Creole Kitchen in the Seventh 
Ward. When asked why he left, 
Leslie said, "I didn't move away 
from Jack because of money"

Caption: Beale Street, Memphis

Message Passing
• Super node contains all information about source and question
• All nodes pertaining to a question are connected together (dense)
• Source selection is reduced to node classification (+/-)
• Message passing mathematical formulation

xÕ
i = W1xi + W2 · meanjœN (i)xj

Approach B: Star Graph

Intuition
• Dense graph has a

large number of
uninformative
connections (90%
negative sources)

• Dropping irrelevant
connections can
improve learning

Q

Q = Are colossus penguins and Marple's penguins both extinct?

Marples' penguin ( Palaeeudyptes marplesi) was a large species of the
extinct penguin genus Palaeeudyptes. It stood between 105 and 145 centimetres
 (3 ft 5 in and 4 ft 9 in) high in life, larger than the present emperor penguin.

Caption: Humboldt penguins in 
an aquarium. The penguin is an 
accomplished swimmer, having flippers
instead of wings.'

Palaeeudyptes
klekowskii, also
known as the
colossus penguin,
was a species of 
the extinct penguin
genus Palaeeudyptes.

• All sources for a question are connected to a central question node
• We use multiple layers of the GNNs to enable message passing through

the question node
• Sparse graph leads to faster training and convergence

Primitive Representations
Sentence embeddings from BERT to represent textual modality and ResNet-
152 features to represent image modality while SOTA uses VinVL, X101fpn
and VLP based feature representations

Results

Qualitative Results

In June 2012 the British Foreign Secretary 
announced that the UK was to open a new 
embassy in Haiti. In 2015 Sharon Isabel 
Campbell was appointed as dedicated 
ambassador to Haiti, but still to be non-
resident, since she is married to the 
ambassador to the Dominican Republic, 
Christopher John Campbell.

The current Ambassador, José Tomás 
Pérez, presented his credentials in 
February, 2015. Ambassadors of the 
Dominican Republic to the United 
States of America 1894–present


What has been added to the 
pillars on both the pillared 
structure in Parc Mon-Repos and 
the Eutin Monopteros?

In which year were both José Tomás Pérez 
and Sharon Isabel Campbell appointed as 
ambassadors to the United States and Haiti, 
respectively?


Which has a smaller head in 
proportion to its body, the Buffy 
Crowned Wood-partridge or the 
Merops apiaster?

Figure 1:Queries along with Retrieved Sources from Star Graph

Quantitative Results
Modality Lexical Overlap VLP-VinVL Super Node † Star Graph †

Image 44.83 68.13 65.59 66.58
Text 33.78 69.48 59.39 60.74

Table 1:F1-score comparison of baselines with our methods. † Ours

Insights
• Even with ‘primitive’

representations, graph based
approach has comparable
performance to SOTA due to
inherent ‘multihop’ reasoning
ability

• Intuition-based sparse connections
are faster and improve the
performance

Ongoing Work

• Edge classification using graph attention networks
• Experiment with gated graphs for better information flow
• Using richer VinVL/CLIP features as node inputs
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